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Abstract of the contribution: This contribution proposes a new solution to KI#1. 
Discussion 
The KI#1 is targeting to study Direct AI/ML based Positioning methods, defined in TR 38.843 [6], cases 2b and 3b:
-
Which entity trains the model for Direct AI/ML positioning and if the entity that train the model and the consumer are different, how the Model consumer gets the trained AI/ML model;

-
How the Model consumer uses the trained model to perform inference and/or derive UE position;

-
Define procedures for data collection with objective to train AI/ML models for Direct AI/ML positioning.

-
Whether and how to support Direct AI/ML positioning with additional 5GC enhancements.

-
How to monitor model performance for ML models used for Direct AI/ML based positioning.

NOTE 1:
UE data collection, model delivery and transfer to the UE and model identification/management are not within the scope of this key issue.

NOTE 2:
What data to be collected for the model training/model inference/model performance monitoring for LMF-sided model needs to be coordinated with RAN WGs.

NOTE 3:
Any potential impacts for case1/2a/3a in TR 38.843 [6], are out of the scope and any potential alignment work will be based on the possible requirements defined by RAN WGs considering the conclusions in TR 38.843 [6].

This document proposes a solution based on the existing LMF functionality to select the positioning method to be used as defined in 23.273, as such the AI/ML model is part of LMF, and the positioning method is AIML based.
Proposal

It is proposed to update TR 23.700-84 as described below.
**** First Change ****
6.0
Mapping of Solutions to Key Issues

Table 6.0-1: Mapping of Solutions to Key Issues and Use Cases
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**** Next Change (all new text) ****

6.X
Solution #X: AIML based positioning at the LMF 
6.X.1
Description
Editor's note:
This clause will describe the solution principles and architecture assumptions for corresponding key issue(s). Sub-clause(s) may be added to capture details.
6.X.1.1
Description
This solution addresses KI#1.
The solution is based on the principles described in TR 38.843 [x] as follows:
· The AI/ML model to perform Direct UE positioning is part of the LMF logic.

· The AI/ML model is trained at the LMF. The Input data for training the AI/ML model is generated at the UE (Case 2b) or at the gNB (Case 3b). In both cases, these are signal measurements that the UE or the RAN provides to LMF.
· The AI/ML model inference is performed at the LMF, the output of the AI/ML model is the UE location.

· The LMF performs UE positioning using an AI/ML based method, the positioning methods are described in TS 38.455[z] (NRPPa positioning) or TS 38.305 [w] clause 4.3 (Standard positioning techniques).
· For performance monitoring of the AI/ML model at the LMF, the input data is generated by UE and gNB.
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Figure 6.2.X.1-1. LMF provides UE location based on AIML techniques
NOTE: 
The existing signalling measurements and the potential new measurements are defined by RAN WG and not further discussed here.
6.X.1.2
Procedures

6.X.1.2.1
Data collection at LMF to train the AI/ML model to perform positioning based on network measurements (case 3b)
The existing procedures described in clause 6.11.3 in TS 23.273 [x] based on NRPPa protocol is used by LMF to collect data (i.e. channel measurements) from NG-RAN for training the AI/ML model.
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Figure 6.2.x.1: Data collection by LMF to train the AI/ML model (case 3b)
1.
Same as in step 1 of clause 6.11.3 in TS 23.273 [x] but the the LMF requests signalling measurements to NG-RAN.
2.
Same as in step 2 of clause 6.11.3 in TS 23.273 [x], the AMF forwards the LMF request to new measurements to NG-RAN.

3.
Same as in step 3 of clause 6.11.3 in TS 23.273 [x], the signalling measurements are defined by RAN WGs.
4.
Same as in step 4 of clause 6.11.3 in TS 23.273 [x], the serving NG-RAN node returns the measurements obtained in step 4 to the AMF in a Network Positioning message.
5.
Same as in step 5 of clause 6.11.2 in TS 23.273 [x], the AMF provides the new retrieved measurements to LMF. The LMF trains the AI/ML model, then the LMF decides if training continues or not, if training continues steps 1 to 5 may be repeated to request further location information to train the AI/ML model.

6.X.1.2.2
Data collection at LMF to train the AI/ML model to perform positioning based on UE measurements (case 2b)
The data collection from the UE, see NOTE below in TR 23.700-84 is not in the scope of this KI. However, the LMF can collect UE data using LPP as defined in 23.273 [x], the same procedure can be used for UE data collection for case 2b.

NOTE:
UE data collection, model delivery and transfer to the UE and model identification/management are not within the scope of this key issue.

6.X.1.2.3
Monitoring the performance of the AI/ML model at LMF

The procedure is used to monitor the inference performance of the AI/ML model, this is based on the LMF obtaining ground truth data using a different positioning method such as PRU as defined in clause 6.17 of TS 23.273 [x] or network assisted GNSS as defined in 4.3.2 of TS 38.305 [x]. Other methods not based on ground truth data are not precluded.
NOTE:
RAN WG are discussing the necessary measurements and signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use case, as such the performance monitoring at LMF may be impacted, e.g., RAN WG may provide new measurements to LMF that can be used for monitoring.
6.X.1.2.4
Direct AI/ML model inference at LMF

The procedure is triggered by the LCS client request to retrieve UE location then the LMF determines the type positioning method to be used, this is defined in clause 4.3.8 of TS 23.273 [x] as follows: “LMF determines type and number of position methods and procedures based on UE and PLMN capabilities, QoS, UE connectivity state per access type, LCS Client type, co-ordinate type and optionally service type and indication of requiring reliable UE location information.” .
The LCS client request UE location and the LMF decides whether the positioning method is AI/ML based, then determines UE location.
6.X.2
Impacts on services, entities and interfaces 
LMF: 

- 
Existing positioning methods are enhanced to be AI/ML based.

-
Support to request new measurements from NG-RAN and from the UE for the purpose of to train the AI/ML based positioning, to perform inference and to do performance monitoring of the AI/ML model. The new measurements are retrieved using NRPPa procedures (case 3b) or LPP procedures (case 2b).
NG-RAN: 


- 
Support to report channel measurements for Direct AI/ML positioning, case 2b and case 3b (this is part of the RAN work on AI/ML and will be covered in RAN WG2 and WG3 TSs).
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